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Abstract development of multipledisjoint representations of a
common system under design (SUD) results in the model
continuity problem [1]. Thus, the many different models
representing the maturing design must be translated
between tools. This translation increases the cost, the
probability of errors, and thus design time.

Nowhere in the design cycle is the lack of model

Rapid prototyping of complex digital systems requires ¢
well defined design flow. A typical top-down design flov
starts with a construction of a performance model of the
system under design, which helps in making architecture
design decisions. Unless this model is used for later phas
of Fhe design process, a modgl continuity pmb'e”.‘ exISt:continuity more apparent than between performance and
This problem results from having to model and simulate

¢ ing diff ¢ desi . s for diff functional models. This discontinuity exists because the
Systems using difterent design environments 1or diterelqy ., ov,r0 of the models for performance analysis and for

levels of design deta}il.. Most of the Ievel; qf the des'gfunctional design are very different [2]. Therefore, a
process do not exhibit the model continuity prOblemseparate performance model is maintained for the

However, ~this problem IS prev_alent between thEevoIving design, rather than the design evolving from the
performance and functional modeling levels. The worl

ted h I for the t A ) i ¢ fperformance model.
prefsene ere a.otvvs ort de ruedslep—;/me ;e mtgmer; OF" When designing a complex digital system, it is
periormance (uninterpreted) mode Into & functiona Orimportant to analyze the system’s performance in the
behavioral (interpreted) model. The critical hurdle to the

N . . L ._earliest possible stage of the design process. Typically, a
reallzgtlon of th'.s methodplogy is the abﬂny_ to do h.yt.mdperformance model of the system is constructed and
modeling. Hybrid modeling is the capability of mixing

high-level ; fruct 4 functi Isimulated for this purpose. A common approach is to
Igh-level  performance —constructs - an unclional, ijize the performance model to aid in the selection of an

compqnents N a common analy§|s envwonm_ent. Hybrl'architecture for the system. However, in today’s design
modeling supports the model refinement design flow tmethods the model is not used in later phases of the
providing an interface to bridge the information gap design p;ocess

_betvlveen ¢ tperformance models and  behaviora One possible solution to the model continuity problem
'mpiementations. is hybrid modeling. Hybrid modeling provides the
1. Introduction capability of simulating abstract performance constructs

The goal of automating the process of digital design ha@nd  functional elements in a common simulation
produced many tools and methodologies for each stage €nvironment. Thus, hybrid modeling supports the stepwise
the design process, from requirements generation througrefmement of abstract performance (uninterpreted) models
fabrication. However, each methodology has concentratei"0 behavioral (interpreted) models. Once a part of the
on a particular design task, and this concentration has lSyStem is designed at the functional (or behavioral) level,
to the fragmentation of the design process. Each desiclt can be mcorporateq into Fhe perfor.mance model, and the
group develops models of the system at a level of detaperformance. mom_jel is re-simulated in order to get a more
appropriate to the group’s design objective. Traditionally@ccurate estimation of system performance. By repeating
these models take a variety of forms in a variety othis process, element after element, a true stepwise
languages. Each model requires different CAD tools forefinement design process is achieved. Section 2 presents
the simulation and analysis of the design. As a result, ththe hybrid modeling taxonomy that was jointly developed
design teams generate several different models of trby Honeywell Technology Center and the Center for
system which may not interact with each other. TheSemicustom Integrated Systems at the University of



Virginia. The taxonomy uses uninterpreted system anadequately describe hybrid models and their interfaces.
interpreted component attributes to categorize thiThe technique for developing hybrid models depends on
construction of different hybrid elements. In particular,the class of modeling problems being solved. The classes
this section delineates those model attributes whiclof hybrid modeling are defined by those model attributes
fundamentally affect the development and implementatiowhich fundamentally alter the development and
of the hybrid element interface. The linkage betweerimplementation of the hybrid interface. The hybrid
model attributes and hybrid interface structure is alsimodeling space is partitioned according to the following
explained. The construction of different hybrid elementscharacteristics:

for different subclasses defined by the developet 1. The hybrid modebbjective

taxonomy is an ongoing research effort in both 2. Thetiming and synchronization mechanissfithe
institutions. Well defined solutions and techniques haw model

been developed and implemented for several subclass 3. Thenatureof the interpreted element

and are presented in Section 3. Potential solutions fc 4. The data transformationode

other subclasses that are under different stages '« 5. Thedata typeof the interpreted signals

development are briefly discussed. Section 4 illustrates tt

hvbrid deli hni i | ¢ Model Objective: Models are built with different
ybrid modeling techniques via examples o SySte.nobjectives. These objectives strongly affect the structure

godgls.SFinally, conclusions are summarized briefly Tand the functionality of the hybrid interface.For example,
ection ” a model developed to examine only the temporal
2. Hybrid Model Taxonomy behaviors and constraints of the system will differ from a

A hybrid modelis a model that consists of both model —designed to explore various functional
interpreted and uninterpreted elements. A hybrid modeimplementations. The two major objectives are:
therefore, provides a mechanism for the interchange ¢ 1.Performance analysiandtiming verification
information between the two types of elements. Thic Analyze the performance of the system when one or
mechanism is called tHeybrid interfaceand resolves the More components are modeled in the interpreted domain,
discrepancies between the domains of interpretation. ~ @nd verify by simulation, that the system does not violate

. timing constraints.
2.1 Hybrid Interface Structure 2 Functional verification

The function of the interface is to handle all  \verify by simulation that the function of the interpreted
interactions between the interpreted and uninterpretecomponent is acceptable, within the context of the system
elements, or in other words, to convert information frommodel.
one domain to another. When information flows from ar  performance analysis of a hybrid model, which results
uninterpreted domain to an interpreted domain, thin more realistic performance estimation, is affected by the
interface accepts tokens as input and generates data valhybrid element in two different ways. The first one is due
(bits, integers, etc.) that match the data type of the inplto the fact that the delay through the interpreted
ports of the interpreted element. The interface has accecomponent itself is more realistic than the delay specified
to the color fields of the input token(s). The interpretetin the uninterpreted domain. This difference in delay
inputs can be considered as known values if they can laffects the performance estimation of the system. The
determined from the information carried with the token, olsecond way in which a hybrid element can affect system
as random variables, depending on the level of abstracticperformance is due to some dependency of the rest of the
of the hybrid model. uninterpreted model on the interpreted component output

When information flows from an interpreted domain tovalues. The interpreted component contains full
an uninterpreted domain the interface accepts interpreteunctionality and, therefore, the values on its output
data values and releases tokens as outputs. In additionsjgnals may be used to alter the token flow through the
data translation, this part of the interface has to provide trmodel. Therefore, the performance analysis objective and
timing mechanism for releasing tokens to an uninterpretethe functional verification objective are related. Achieving
domain. Typically, the number of interpreted elemenipoth secondary objectives by using a single interface and a
outputs will exceed the number of tokens that should bsingle technique is practical only if all input values to the
released. Thus, the interface must “bind” the interpreteinterpreted component are known from the information
element outputs to tokens in terms of value as well awithin the tokens arriving from the uninterpreted model to
timing information. the interface.

2.2 Hybrid Model Classes If the objective of the hybrid model is performance
analysis only, the interface must detect when the

This section defines an applicable taxonomy tc o
interpreted element processing is completed, and release



tokens to the rest of the model at the appropriate time. C  The major reason for partitioning the sequential
the other hand, if the objective is functional verification,elements into sequential data-flow and sequential control
the interface operates on output values from thelements is based on the timing attributes of these
interpreted domain as well as timing. It has to beelements. A sequential control element (SCE) is a cycle-
emphasized that this functional verification objective isbased machine, i.e. control input values are read every
only in the context of the performance model, whichcycle and control output values (that control a data-path)
inherently does not include all system functionality. are generated every cycle. On the other hand, sequential
data-flow elements (SDE) have data inputs and may have
some control inputs but the output data is usually
generated several cycles later. This difference in timing
attribute will dictate a different technique for hybrid
modeling.

Timing and Synchronization Mechanisms: The hybrid
modeling technique depends upon the timing mechanisi
of the uninterpreted model. Thus, this attribute defines th
timing and synchronization mechanism across the
interface. The two types of system models are
SynchronousndAsynchronous Data Transformation Mode: The mode defines the data
Synchronous models usually refers to models otransformation/interface mechanism. When information is
systems with a single global clock, i.e. the global clocklowing from an uninterpreted domain to an interpreted
synchronizes all operations within the system, and thdomain, the values for the interpreted input signals can be
model of such a system reflects this synchronizatioigenerated in four different modes which are not mutually
scheme. Asynchronous models usually refers to modeexclusive: Translate mode, Stochastic mode, External
of self-timed systems, in other words different parts of thimode and State-based mode.
systems are unclocked, or operate with different clocks ¢ The translate mode simply converts data carried with
systems constructed of subsystems that communicate in tokens arriving to the interface. This mode is practical
asynchronous fashion. only if the tokens in the uninterpreted model contain
The functionality of the interface depends on the timincsufficient information in order to generate interpreted
mechanism, especially in the case of multiple input tokeiinputs. The process of extracting data from color fields,
paths to the interface. Since the interface activates ttinterpreting them, and mapping onto the input signals of
interpreted element, multiple input token paths may bithe functional model. Since the token must remain as
treated in several manners. For example, tokens may hasmall as possible for simulation efficiency reasons, the
to arrive at all input signals in order for activation or, thetranslate mode is somewhat restricted.
first token that arrives may activate the interpreted block The stochastic mode allows the user to define and
Hence, the interfacing technique is strongly influenced bimplement probabilistic generation of interface data. This
the synchronization of the model. mode operates in a manner similar to the performance
modeling stochastic input stimulation. This capability is

also strongly depends upon the type of the interloreteintegrated such that ranges, distributions, etc. can be
component that is introduced into the performance modeassociated with other sources of data such as fields in the

It is natural to partition interpreted hardware descriptionsmk_ﬁ]1 or e;(ternlal_ |rf1formf;1_t|on. d i ¢ | dat
into combinational elements and sequential element: € external information mode supphies external data

however, research has suggested the following partition: in the form of flle_s to t_he_ interface. In this mode, data is
1. Combinational Elements extracted from files similar to how the translate mode

Unclocked (with no states) elements, e.g. constructeeXtraCFs mfor_mathn from a performance token. The
of gates only. capability to filter, interpret, and manipulate external file

2. Sequential Control ElementSCE): dat_?hls w:te;grsted (|jn th'z mod_e.t_ int | state to hand|
Clocked elements (with states) that are used fo € state-based mode maintains internal state to handie

controlling data flow, e.g. a control unit or a controller _complex_ interface _interaction. In_thls mode, all the
3. Sequential Data-Flow Elemen(SDE): information to generate the functional or token-based

Elements that include data-path elemeatd clocked input must be available at the interface. However, the
elements that control the data flow, e.g. control unit anState-based mode maintains internal state information, as
data-path Y well as a mechanism for traversing that state and

For combinational interpreted elements, the Outlout:generating appropriate interactions with the rest of the

depend on the current inputs only and, therefore, thmOdel'

interface acts independently for each input token. On thData Type: The data type defines the interpreted data
other hand, for sequential interpreted elements, thgenerated or received in the hybrid interface. The data
interface must account for states, as well as inputs. type depends on the interpreted element introduced to the

Interpreted element: The hybrid modeling technique



hybrid model as well as on the modeling level of thisboth institutes with few minor exceptions. In general, the

element. It includes straight forward types such as bitshybrid modeling techniques being developed are based on
integer, reals, as well as more complex data types such the same general methodology, but the actual

characters and enumerated data types. implementations are different because of the differences in
2.3 Interfacing Scenarios the performance modeling tools developed by both

. . . ,organizations.

In addition to the attributes described ellbove,. the hypru The differences between the Honeywell Performance
taxono_my con§|sts qf several_ poss!ble mterfacmgMode”ng Library (PML) and the UVa Advanced Design
scenarios. Th.e mterf_acmg scenarios define the data ﬂoEnvironment Prototype Tool (ADEPT) can be traced to
across domains of interpretation. To support both top,[WO different factors. First, the Honeywell PML is

down gnd bottom—qgl desgrlthprocetss?s,l four 'ntefrfacg‘intended to develop performance models of systems that
scenarios areé possible and the potential usage of YLl . qe more functional information than performance
interface in these scenarios is described in Figure 1. models developed in ADEPT. This inclusion of more

S The lscenanqs arte dls]Elng(le|sthabIe by the'r.enl\/'rgnme(jr"functional information has the potential to ease the token
everal scenarios transter data across a singie boundy, a6 transiation process in hybrid modeling. This

(U7, l/U) and other move data from one domain and baC‘difference can be somewhat attributed to the different

.(U/I/U. , /UN). The UN/U .and Vo scenarlos ShO_W requirements to which the libraries were designed. The
insertion of a model of a different level into an existing \pept library elements have a direct mapping to Petri

m.?ﬁel' In_ stucfh a fcass ' trt]h.e |ntserteg mtOd? 'T etEd?JS;lNet components which allows more formal analysis
within an intertace Tor both INputs and outputs. in the techniques. The PML elements do not have that
and /U scenarios, the overall model data flow is converterequirement

to another level. Second, the actual implementation of tokens and token

Duri_ng a typic_al topjdown des_ign process, the U/I/Uflow in the PML and ADEPT is different. For example, in
scenario is very likely since an uninterpreted performancPML, the tokens include routing information that is used

model is constructed followed by the insertion of Various; - ive ot the flow of tokens over bus signals with multiple

mterpreteﬂ Elemgr;ts. T?'S commontﬁcerf:a[)lqden?bles sources and/or sinks. In ADEPT, each signal has only one
preserve token information across the nybrd €lemeng, ..o ang one sink, so routing information is not

Whetnevert (tjhe linterp;rete_(;i .blOCk isd zurmundEdU/l?Erequired. Some of the differences in implementation can
_unlnferpre ed elements, it IS regarded as a be traced to the different levels of detail that are intended
Inter acm.g scenarlo.. . to be expressed in each tool as described above.

3. Hybrid Modeling Techniques 3.1 UVA techniques and future directions

The hybrid taxonomy described above was jointly Hybrid modeling is supported by the ADEPT
developed by Honeywell Technology Center (HTC) ancgnyironment, developed at the University of Virginia. In
the Center for Semicustom Integrated Systems (CSIS) yhe ADEPT environment, a system model is constructed
the University of Virginia (UVA), and it is common 10y interconnecting a collection &DEPT modulesThe
modules model the information flow, both data and

U/l H control, through a system. Each ADEPT module is
implemented in VHDL and has a corresponding colored

Petri Net representation, which is based on Jensen’s CPN
I/U - model [3]. The modules communicate by exchanging
u/I/u

tokens which represent the presence of information, using
a uniform, well defined handshaking protocol [4]. Higher
level modules can be constructed from the basic set of
ADEPT modules. In addition, custom modules can be
incorporated into a system model as long as the
1JU/I - handshaking protocol is adhered to. The entire set of
ADEPT modules is divided into six categories, of which
. the hybrid modules category is one of them. The hybrid
[ ] Uninterpreted B Interpreted modules support the development of the hybrid interface
. for hybrid models. A more detailed description of the
|:| Hybrid Interface entire ADEPT module set can be found in [5].
The hybrid modeling techniques implemented so far

Figure 1 : Interfacing Scenarios
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Figure 2 : Partitioned SMC Model

are concentrated on the performance analysis and timird- Examples
verification objective. Therefore, a more realistic estimat¢  Typical examples of hybrid models and their usefulness
of the system’s performance is achieved by simulating thare presented. The first one is from the UVA environment

hybrid model as well as verifying timing constraints of while the second is implemented in the Honeywell
interpreted elements. A comprehensive technique fcenvironment.

models with combinational interpreted elements way q Hybrid Model of a Stream Memory Controller
developed and implemented within ADEPT. This

technique includes the handling of the case of knowi A complex example employing these hybrid modeling
inputs  (translate and external modes of datd€chniques can be found in the design of a stream memory
transformation) as well as the case of unknown inputcontroller (SMC)[8]. The purpose of the SMC controller is
[6][7]. For the latter, a statistic-based algorithms werel0 assist in obtaining _peak memory bandwidth for vector
developed and implemented to detect longest possibProcesses by reordering the requested processor accesses

delays of combinational interpreted elements durindn Order to create a larger ratio of page hits when
hybrid model simulation. communicating with memory. A hardware implementation

The current effort in hybrid modeling is concentrated®’ @ Stream memory controller is under development at the
on models with sequential interpreted elements, given th\JNiVersity of Virginia. This particular implementation of
the simulation objective is performance analysis. Theh€ controller reorders the memory requests by organizing
technique for the case of known inputs is being developet€Mm in @ FIFO buffer. This particular SMC is designed to
For sequential interpreted elements with unknown inputsntérface to the Intel i860xp microprocessor. The SMC
the technique is substantially different from that developeV@S selected as a hybrid example because the system is
for combinational interpreted elements. This situation jcurrently under development at UVA and information
the result of the fact that sequential elements maintai®9arding design changes can be easily obtained and
state, and system performance is determined by clodncorporated into the model. _
cycles as well as propagation delays. The research ~ 1he¢ SMC was modeled using ADEPT at an
hybrid modeling is mainly focused on this issue as well guninterpreted level. The SMC design was partitioned into

developing techniques for the functional verificationfoUr Sections, shown in Figure 2: the processor, the
objective. processor bus interface (PBI), the bank and fifo control

3.2 HTC techniques and future directions

Honeywell has developed several hybrid modeling Next_address fifo_status
mechanisms during the development of the PML. The < — — — —ar — — — — — -
processor model exhibits a form of synchronous interfac Next add_: :_» cR¢—
with its software scheduler. The functional memory port of info_in STAG; L ' STAGE 2 Cf\llqu_>
the processor model is a form of an external mode fa —® info fWri
hybrid interface mechanisms. The example described lat - ™ Next_adgh
in this paper is also a specialized hybrid interface. The | = ——"+-— = —uw—— —1

focus of the Honeywell effort for RASSP hybrid modeling —— denotes token flow
is to generalize these interfaces into a robust library — —® denotes control token
Honeywell intends to develop a set of building blocks

which users can implement hybrid interfaces. Figure 3 : Processor Bus Interface Model
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Figure 4 : Hybrid Element For SMC PBI State Machine

mechanism, and the page-mode memory. The PE The SMC hybrid model has been simulated to ensure

partition is of special interest for this model because it iProper operation and to study its performance in terms of
the sole means of communication between the processachieving peak memory bandwidth. The results of this
and the FIFO buffers. The PBI, which is shown in Figureanalysis can be found in Figure 5. The performance results
3, consists of a two-stage address pipeline network whicshowed that the hybrid model of the system found a

supplies the FIFO buffer units with read and writeSlightly lower percentage of peak memory bandwidth for

state-machine which is responsible for performing thedescription of the PBI state machine is more accurate than

read and write accesses to the FIFO buffers. Thiln the uninterpreted model. The lower performance
particular element has been designed using the Cascademetrics are resultant of a more detai_led handshaking
synthesis tool. As a result of this Cascade design, a VHDProcedure between the PBI state machine and the FIFO
behavioral representation of the state machine exists. ThPuffers.This refinement of the synchronous interface for
particular interpreted element was inserted into thdhe PBI state machine resulted in a slower, but more
uninterpreted model to form a hybrid model of the SMC. realistic model of the design. _
This example demonstrates the hybrid modeling [N this particular example, the advantage of using
techniques for a synchronous system with sequentifybrid modeling techniques to help guide model
interpreted element. The objective of this model isrefinement is demonstrated through the hybrid model's
performance analysis and timing verification. In this
example, all interpreted inputs are known from the
information carried with the tokens and the translate mod
is the implemented mechanism for data transformation.
Figure 4 shows the hybrid element configuration for the
PBI state machine. The hybrid element is a synchronot
sequential hybrid element using known inputs.The U/l
module maps the uninterpreted tokens to interprete
inputs and applies the explicitly determined values to th
interpreted inputs. The interpreted component is th
VHDL behavioral description of the PBI state machine.
The 1/U component maps the output values generated
the outputs of the interpreted component to tokens an
releases these tokens back into the uninterpreted model.
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improved modeling of the PBI interface synchronization.characterizations were used to determine the appropriate
By having the ability to guide model refinement throughprocessor for each step in the pipeline. Initially the EMC
hybrid modeling techniques, design inconsistencies anfunction was modeled in this manner. However since this
performance bottlenecks can be identified early in this a key function of the pipeline, and requires a custom
design process. solution, a more detailed simulation was required to verify

4.2 Hybrid Model of a 3-D Rendering Pipeline the configuration and functionality required. The
. : . . - capability to perform this analysis is central to a hardware/
Honeywell is actively involved in the definition of the

¢ i displ ; it software co-design activity.
ggr):\mg?;;r i::ocrllpitéspoar?e SLZEEZ?S;ieC?Jrem;A:%02;; The Solid State Electronics Directorate at Wright Labs
X . . ' - designed and fabricated an EMC [12] using a 0.35 micron
Display Generator (CDG) [13][14], provides the graph|calC g [12] d

d vid ) ded to drive fut hi MOS process. The RTL/gate level model of this chip
and VIdeo processing power needed 1o drive Tuture Igprovided a detailed view of this key component. An array
resolution display devices and generate more naturi

. X ~‘of EMCs are required for a complete graphics system.
par;t(_)r:;mm |3_|?' hformfats. ThengGdV;”:D prowﬁe Honeywell performed simulations on various architectures
muttichannel, high pertormance 2-U and s-D grapiicSy, - getarmine the appropriate EMC configurations and
and real-time video manipulation. The area of greates

L . . L2 control mechanisms. These simulations will help
challenge in this design was the 3-D rendering pipeline. ‘determine the requirements by ELED for the next version
modified version of the Pixel-Planes [10][11] was choserOf the EMC which can then be used in the CDG
for the p_|peI|ne. This SII\/!D alpt[:])rogch g|v':skeacr: plxelimplementation. These simulation experiments on the
mimgrgrlctﬁitz\gt?;rceoir;?rl:(taatlzlmznczg VI\\/IIeri.ory Cehyipe g&%‘\functional EMC will help decide the number of on-board

. : . ‘ALU’s (64, 32, or 16) for the chip. Two primar
[12]. The EMC is essentially a memory that is enhance! ( ) b P y

ih tiahtl led tational loai th hi characteristics are being examined: 1) test the number of
with ightly coupied computational 1ogic on the Same Chip.p \ys that are enabled per triangle, and 2) test the number
The logic is arranged in a SIMD architecture that car

. . . . . of bits of on-board memory that are used per triangle. Two
eff|C|entIy. perform the linear expression eyalganon that iSest cases for exercising these models have been
common in the lowest Ieve] graphic r.aster|zat|on. developed: a data set that has a very consistent set of
The performapce_/func_:ﬂonal hybr_ld m_odeI of the CI:)Gtriangles sizes (top down God's Eye view) and a data set
3-D rendering pipeline is shown in Figure 6. SeVerathat has a range of triangle sizes (low grazing angle).

pro;:essors in the 3-D plpgllln? arethmo:eled usl:nth:jThese two test cases establish a mix of triangles that
performance processor model from the Honeywe represent the two extremes associated with rendering

Tlrgs modgdl, det?]crlbed 'S.If”t‘mt?ﬁr ptgpe;lnt?s plrct)celfdmgterrain data perspective views. These simulations are
[15], provides the capability of hosting functional tasks orbeing done using a functional model of the EMC which

an abstract characterized model of a processor. DetalleWas developed by Honeywell and verified against the RTL

algorifthms of the various steps in the 3-D pipeline Wermodel. This model allowed rapid simulations of the 3-D
described and modeled. Different processo'pipeline/EMC hybrid model.
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Figure 6 : 3D Renderer integration with gate-level EMC




This functional/performance model example highlights[8] W. Wulf, C. Hitchock, S. Moyer, S. McKee, “Increasing
two hybrid modeling cases; the software scheduler ('\)/]'(evniloirr{i5%‘;\;‘”dj?e:‘gc\ifr?égrRiogﬁuﬁéwggelrJT;S;Sity
processor model interface and the functional memory por g EPOgH, User an Reforomcs Fl\)/lanual, Cascade Design
Both of these cases allow detailed functional models ti Automation, Inc., 1993.
interface with a performance model of a processor. Thi[lo] Fuchs, H. Poulton, J. et al., “Pixel Plane 5= A
allows rapid, detailed analysis of a portion of the desigl Heterogeneous Multiprocessor Graphics System using
while keeping a known element, the processor, at a Processor Enhanced Memories,”"Computer Graphics
abstract level. Specifically in the CDG/EMC case, the  Proceedings, Vol.23, No.3, July 1989, pp.79-88.
hybrid model allowed rapid verification of detailed chip [11] Fuchs, H.J. ~ Poulton, A.State, “An Architecture for

. A . Advanced Avionics Displays,” University of North Carolina
requirements at an early point in the design process. at Chapel Hill, WRDC-TR-90-7006 (Technical Report to

5. Conclusions Wright Laboratory), May 1990.
. . . - . . [12] Bilik, S., “The Modeling and Simulation of a SIMD
Hybrid modeling provides the capability of simulating Graphics Engine in VHDL”, Masters thesis, Wright State

several levels of abstraction and interpretation in a singl University, 1993.
model; starting from the uninterpreted level used fol[13] Hancock, W., M. Johnson, J. Rogers, J. Ghrayeb, “Meeting
performance analysis down to behavioral or functiona the Graphical Needs of the Electronic Battlefield,” DASC
levels (interpreted) used in the design and implementatio Pr?]deedlngs, Dayton, OH, May,1994.k
process. Thus, hybrid modeling supports a top-dowd ] Jnson M, J Rogere . Hangok, Discovcy, & Rose
design flow by providing the capability for stepwise Real-Time 3-D Rendering Engine,"SPIE Proceedings,
refinement of performance models into behavioral models Orlando FL, April, 1994.
Its advantage is in verifying design decisions at an earl[15] Carpenter, T., F.Rose, J.Shackleton, T.Steeves, O.von der
stage of the design process, and it enables the designers ~ Hoff, “Evaluating Distributed Multiprocessor Designs,”
asses the impact of different component implementation: ?&SSSP Conference Proceedings, Washington, D.C., July,
By having this ability, potential performance bottlenecks '
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