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Impact of Die-to-Die and Within-Die Parameter
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Distribution for Gigascale Integration
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Abstract—A model describing the maximum clock frequency contributions to both die-to-die and within-die fluctuations. An
(FMAX) distribution of a microprocessor is derived and compared  example of the within-wafer variations that impact the die-to-
with watfer sort data for a recent 0.25uum microprocessor. The ;e i ctyations is the resist thickness across the wafer, which is

model agrees closely with measured data in mean, variance, and R
shape. Results demonstrate that within-die fluctuations primarily 'andom from wafer to wafer, but deterministic within the wafer.

impact the FMAX mean and die-to-die fluctuations determine the The aberrations in the stepper lens are an example of systematic
majority of the FMAX variance. Employing rigorously derived  within-die variations. As an example of random within-die fluc-
device and circuit models, the impact of die-to-die and within-die tuations, the placement of dopant atoms in the device channel re-

parameter fluctuations on future FMAX distributions is forecast . L S . . -
for the 180, 130, 100, 70, and 50-nm technology generations.gmn,wmch is an intrinsic effect since it cannot be eliminated by
Model predictions reveal that systematic within-die fluctuations €xternal control of conventional manufacturing processes [2],

impose the largest performance degradation resulting from varies randomly and independently from device to device.
parameter fluctuations. Assuming a3o channel length deviation Traditionally, die-to-die fluctuations have been the main

of 20%, projections for the 50-nm technology generation indicate : L S . T
that essentially a generation of performance gain can be lost concerr_1 in CMOS digital circuit designs, and the _W'th'n die
due to systematic within-die fluctuations. Key insights from this fluctuations have been neglected [1], [3]. As polysilicon gate

work elucidate the recommendations that manufacturing process lengths have decreased below the wavelength of light used in
controls be targeted specifically toward sources of systematic the optical lithography process, however, the systematic and
within-die fluctuations, and the development of new circuit design . 4om within-die fluctuations of channel length have exceeded
methodologies be aimed at suppressing the effect of within-die . . . L -
parameter fluctuations. the die-to-die fluctuations [1]. Thus, within-die fluctuations are
a growing threat to the performance and functionality of future

within-die fluctuations, FMAX distribution, gate delay variations, g'gascgle integration (GSI). . . .
inter-die and intra-die fluctuations, manufacturing tolerances, The importance of accurately estimating the impact of param-

maximum clock frequency distribution, parameter variations, eter fluctuations on circuit performance is directly related to a
technology projections. company’s overall revenue. An overestimation increases the de-
sign complexity, possibly leading to an increase in design time,
an increase in die size, rejection of otherwise good designs, and
o . even missed market windows [1]. Conversely, an underestima-
I NTEGRATED circuits have always been vulnerable to injo, .an compromise the product's performance and overall yield

herent d|e-to.—d|e §|nter—dle) and W|t_h|n—d|e (|ntra—d_|e) P35s well as increase the silicon debug time [1]. In summary, over-
rameter fluctuatlops in the manufacturlng process. Die-to- é%timating fluctuations impacts the design effort, and underesti-
parameter fluctuations resulting from lot-to-lot, Wafer_to'wafthating fluctuations impacts the manufacturing effort.

and a portion of the within-wafer variations affect every element This work demonstrates that the magnitude of both die-to-die

on achip equally. Conversely, within-die parameter quctuanorglsnd within-die parameter fluctuations significantly influence a

consisting of both random and systematic components pmdu?gcessor’s maximum clock frequency (FMAX) distribution

h

a nonuniformity of electrical characteristics across the chip [:l[

Examples of the lot-to-lot and wafer-to-wafer variations in ] a measgrement performgd at wgfer sort in V\./h'Ch each
functional die is tested for its maximum operating clock

clude processing temperatures, equipment properties, wafer roelﬁuency. In Section 1, a model describing the FMAX dis-

ishing, and wafer placement. The within-wafer variations ha\{ﬁbution [4] is presented and compared with wafer sort data

for a recent 0.25:m microprocessor. Employing the FMAX
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Fig. 1. Flowchart for describing the FMAX distributiofN..,, is the number of independent critical paths on a chip.

parameter fluctuations on a product’s performance to facilitapath delay distribution for the entire chip. Since D2D fluctua-
opportunities for further advancement of GSI systems. tions affect each critical path on a chip equally, the D2D max-
imum critical path delay distribution is represented by the D2D
nominal critical path delay distribution. Next, the two maximum
critical path delay distributions resulting from D2D and WID

An overview of the FMAX distribution model is presented irfluctuations are statistically combined in Section II-C, and then
Fig. 1 and described in detail in the following subsections. Firdt@pped to a frequency distribution in Section II-D. The FMAX
in Section II-A, the individual contributions of die-to-die (D2D)distribution model is compared to measured data, and key in-
and within-die (WID) fluctuations on the nominal critical patrsights are offered in Section II-E.
delay distribution are determined by simulating representative ) ) o )
speed-limiting paths for a specific microprocessor using D2fy mpact of Die-to-Die and Within-Die Fluctuations on the
and WID process models based on measured data. The sif{ltical Path Delay Distribution
lated critical path delay distribution resulting from WID fluc- The FMAX distribution model is based upon statistical
tuations is the distribution of one specific critical path. In Sesimulations of critical paths for a 0.2&m microprocessor [4].
tion 1I-B, a numberN,,, of independent critical paths for theDie-to-die fluctuations are simulated using statistical process
chip is estimated to calculate the within-die maximum criticdiles, which are generated by mapping the electrical-test data

Il. FMAX D ISTRIBUTION MODEL
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Path 1| Path 2 | Path 3 | Nominal Path %
Normalized yrep 1.00 0.77 0.51 1.00 o D2D
D2D: orep/uitep (%) | 863 | 859 | 974 8.99 £ |  —WID:Nep=1
WID: orep/urey (%) | 265 | 319 | 38.32 3.05 8 ~=WID: Nep=2
2 —— WID: Ncp=10
Fig. 2. Statistical summary of the die-to-die (D2D) and within-die (WID)3 *® [ ~-WID: Nep=100
fluctgations on three critical paths for a 0.25 microprocessor as well as the § - WID: Nep=1000
nominal path. % 10 L -=WID: Nep=10000
N
to model parameters. Within-die fluctuations are simulateg
through models calibrated with data obtained from a WID-var2 ° |
ation test chip. Fig. 2 summarizes the statistical simulations S N,
three critical paths by providing the mean de{ay- ) and the 0 S -
ratio of the standard deviation to the mean delay., /ir.,) 0.8 0.9 1.0 11 12

corresponding to D2D and WID fluctuations. The mean critic: Normalized Maximum Critical Path Delay
path delays are different for the three simulated paths, since 3. Within-die (WID) max ical path delay distribution for diff

. . . . . 1. 5. Ithin-aie maximum critical pal elay distripution for ditrer-
some cw_cwts requ”e_ _executlon in less th_an one clock cyc values ofV,,, and the die-to-die (D2D) critical path delay distribution.
The nominal mean critical path deldy, nom IS assumed equal

to the longest path delay. The D2D and WID nominal Critic‘%hereFWID is the chip’s WID cumulative distribution. The

path standard deviationsipzp-r.,, ..., Nd OWID-7., 0+ chip’s WID maximum critical path delay density function is

respectively, are calculated individually by averaging thgen cajculated by taking the derivative of (4) with respect to
ratio of the standard deviation to mean path delay for as

three simulated paths. Using the nominal mean and standard™

deviations provided in Fig. 2, the critical path delay density _ dFwip (fmax)

fVVID (tmax) -

functions resulting from D2D and WID parameter fluctuations dtax
are modeled as normal distributions N dFWID T om (fmax)
—ep dt
2
Jron—Tep o = IV (Tcp,nmm ODQD—Tcp,nom) @) " Nep—1
X (-FVVID—TCP,nom (tmax))
and = cprVIDchpvnom (tmax)
Ne,—1
2 i
fVVIDfTC}Lnom =N (Tcp,noma O—VVIDfTijnom) (2) X (FVVID_Tcp,nom (tmax)) (5)

Fig. 3 illustrates the dependency of the WID maximum crit-
ical path delay density function (5) aN.,,. As IV, increases,
B. Impact of Within-Die Fluctuations on the Maximum Criticathe mean delay increases and the standard deviation decreases.
Path Delay Distribution Since theslowestcritical path limits the chip’s overall perfor-
mance, the probability of a longer cycle time increases/gs

The impact of WID fluctuations owne critical path is de- . F | h | thi idered. th
scribed in (2). The probability of one critical path satisfying jicreases. For example, when only oné path Is considered, the

specified maximum dela#,. is calculated as prob.ability of a dela.y. less thalflp, nom IS gqual o 0.5. When. .
two independent critical paths are considered, the probability
that the delay is less thafi;, om iS (0.5) = 0.25. Notice,
tmax however, that increasingy/.,, from 1 to 10 has a greater im-
= / JWID—Tup nom (£)dt (3)  pact on the mean and variance of the WID distribution than in-
0 creasingN,, from 10° to 10*, thus elucidating the decreasing
wheret is the variable critical path delaysymp—1., ... is the dependency of the WID distribution d¥,, as V., increases to
WID cumulative distribution for one critical path. A chip, how-relatively large values. As the number of transistors per chip in-
ever, containsnanycritical paths, all of which must satisfy thecreases and the number of average gate delays per critical path
worst-case delay constraint [2]-[4], [9]. The paths may be cons-reduced [10])V,;, is expected to increase for each technology
pletely dependent (correlatienl), independent (correlatiea  generation, therefore diminishing the relative sensitivity of the
0), or some correlation between 0 and 1. If two paths are cofMAX predictions toN,.
pletely dependent, only one distribution is required to model For further insight, Fig. 4 plots the WID maximum critical
the worst-case delay for both paths. If two paths, however, grath delay density function (5) on a logarithmic scale¥of =
not completely dependent, both paths must be statistically coin10, 10?, and10? to illustrate the nonnormal shape of the WID
bined to obtain the worst-case delay. Assuming a nungr distribution. Fig. 4 also plots the WID cumulative distribution
of independent critical paths for the entire chip [2], the probder one critical path (3) on the right axis. The dependency of
bility of satisfyingt,,.x is the WID density function (5) pni\fcp has two competing fac-
tors, N, and (FWID_TCWW)A”’_l. As N, increasesfwrp
P (8 < tmax) =W (finax) decreases dramatically for valuesfafp_+ < landin-

N cp,nom

® (4) creaseslinearly forvalues 6iyip_1 approaching 1. With

cp,nom

respectively.

-F)VVID—TCPYDOm (t S tmax) :-FVVVID—TCPYnom (tmax)

= (FVVID*Tcp,nom (tmax))
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o
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T 1.0E-04 ¢ 1 40 g Maximum Critical Path Delay (s) FMAX (Hz)
- 6'
< =
§ 1 008 1z 2 Fig.5. Mapping the maximum critical path delay distribution to the maximum
z R clock frequency distribution.
1.0E-08 ' 0 increasing mean delay @&, increases. As the D2D and WID
0.7 0.8 0.9 1.0 1.1 1.2 1.3

distributions are statistically combined through (9), the resulting
distribution has a mean equal to that of the WID distribution and
Fig. 4. Within-die (WID) maximum critical path delay distribution for differ- g variance resulting predominantly from the D2D distribution.
ent Xelue_s cifch plotted on a logarithmic scale and the cumulative distributiorrhus, WID fluctuations determine the mean of the maximum
forNe = 1. critical path delay distribution, and D2D fluctuations determine
the variance.

Normalized Maximum Critical Path Delay

an increase inv,, the resultingfwip exhibits both a larger

mean and a smaller variance. Thus, as the distribution shifts i@p Mapping the Maximum Critical Path Delay Distribution to

the region wheré%yp-r.,, ..., @pproaches fwm becomes o pmaximum Clock Frequency Distribution

less sensitive to further increaseshg,,.
G The combined delay distribution in (9) is now mapped to a

C. Combining the Die-to-Die and Within-Die Maximum frequency distribution. The maximum clock frequency is calcu-
Critical Path Delay Distributions lated as

The impact of both D2D and WID fluctuations on the P _ b (11)
chip’s maximum critical path delay distribution is analyzed by maE
combining the individual D2D and WID distributions. Shifting :
the D2D and WID distributions, (1) and (5), respectively, bévkhereb;s_ thg (.:I:OCE: sfewt:]actorb(:_o.s), assum?s 3h0% clock
—T1%p nom, the resulting distributions are expressed as ; ew). Fig. 5 illustrates e_mapplng OF ., mae 10 the max-
imum clock frequency density functiofi, .. . The proba-
7 - N (0 o2 ) ©) bility that the maximum critical path delay is within some in-
ATp2p 77 D2D-Tep no tervalty < t < ¢, is equal to the probability that the maximum
clock frequency is within the interval/¢; < Fo < b/t

Tc p,max

and

t1
faryin (t) = Nep fwin—Tup om (t = Lop,nom) Pr o (to<t<t)= / Ty max (D)
to

Nep—1
(FwiD—7.p v (t = Tep nom)) G ) )
:PFclk,max <_ < Fog < )

The density functiongary,,, and far,,, represent the devia- i “ 1o
tions in delay froml%;, nom. ASSUMINGf ATy, and far,,,, are /b/to
b

independent, the maximum critical path delay is calculated as = SFo e (Fee) dF . (12)

/t1
Tep max = Tep nom + Ab2ap + ATwip (8) Define At as the difference between andty, as
where AThop and ATwm are the deviations in the nominal At =t —ty (13)

critical path delay resulting from D2D and WID fluctuations,

respectively. The maximum critical path delay density functioand A F¢y; as the difference betweeiit, andb /¢, as

resulting from both D2D and WID fluctuations is then calcu- b b P At
1=t

lated from a convolution Afgpy=———=b—— =b——. (14)
to 11 t0t1 tOtl
JTepmax = JTep mom * JATpon * [t ©)  as At approaches zero, the integrals in (12) may be approxi-
wherefr. . isanimpulse al¢; nom mated as

t1
Fr o (8) = 8 (= Topmom) - (10) / Fro o (DA o (Fo)A (15)
to

Fig. 3 also plots the D2D critical path delay distribution (1)5ng
Although the D2D distribution is independent®§,, since D2D
fluctuations have an equal effect on each critical path on a chip,
the WID distribution approaches an impulse function with an J,

b/to

b
SFtemax (Fetk) AFenc = Ry s <t_> Al (16)
0
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(a) Fig. 7. Individual contributions of die-to-die (D2D) and within-die (WID)

parameter fluctuations to the FMAX distribution.

Fig.8. Generic critical path (GCP) model, wherg, is the number of average

100

@53
Lk
s

o Measured Data

—D2D & WID: Ncp=100
40

Cumulative Distribution (%)

20 gate delays.
0 "eepaimenest = ) ' ) ' ll. GENERIC CRITICAL PATH (GCP) MoDEL
-4 -3 -2 -1 0 1 2 3 4
Number of FMAX Standard Deviations As discussed in Section II-A, the critical path delay distribu-
(b) tions resulting from die-to-die and within-die fluctuations are

calculated from D2D and WID statistical simulators, which both
Fig. 6. Comparison of the model projections with measured data for the magige g SPICE-equivaIent circuit simulator [11] with a 0,25-
mum clock frequency (a) probability density and (b) cumulative distribution. . . L -

process file and a netlist of speed-limiting paths from a specific

microprocessor. Many of the device parameters provided in the

where (14) is simplified as process file are empirically calculated to fit measufell data.
In projecting the impact of parameter fluctuations on future cir-
AFq = bﬁ i~ bﬁ;_ (17) cuit performance, it is unclear how these empirical parameters
tot1 to might scale with technology. Therefore, a generic speed-lim-

Substituting (15)—(17) into (12) and replacing with ¢, the iting path model is developed through physically based device

: . R . and circuit analyses [5]-[7] to evaluate the critical path delay
maximum clock frequency density function is derived as N . X
ximu quency fy function v distributions resulting from D2D and WID fluctuations.

b 2 Asillustrated in Fig. 8, the generic critical path (GCP) is mod-
T Famax <g) = frpma ()7 (18)  eled by a numbet.,, of identical two-input static CMOSAND
gates with a fan-out of three, where each gate drives an average
wiring capacitance. The static CMOS logic gate is chosen for its
E. EMAX Model Verification low standby power drain, large operating margins, scalability,

Fig. 6(a) compares the FMAX distribution model, describe?nfj ﬂet);'b'“tyhOf I?glc_funjﬂiilgs [lf]..The a:;/elrazjgg propagapon
in (2), (3), (), (7), (9), (10), and (18), for both D2D and WIDtheeaéllelarOltjf?rofJ1 xv?vxigpseries-ggni;trgc? neFIe;Tsyai\c/ietrr?g Iggla
parameter fluctuations withi., = 100 against the FMAX mea- h h y FET . y
sured data obtained at wafer sort for a recent Qu@bmicropro- rough one p - given as

cessor. The wafer sort data represents measurements taken for FinettLodn 4 T
approximately 50 000 dies. The predicted FMAX distribution Thana = =5 £t
agrees closely with the distribution of measured datméan

variance andshape Fig. 6(b) validates the model with mea-where f;...g is the effective fan-in factor [13], [14] for series-
sured data for the cumulative FMAX distribution. Fig. 7 plotgonnected MOSFETS, arifl,; ., and T, , are the nFET and
the distributions resulting from only D2D and only WID pafpFET CMOS propagation delays [7], respectively, as derived
rameter fluctuations to illustrate their individual effects on thifom the physical alpha-power law model [5]. The critical path
FMAX distribution. These results clearly reveal tiéthin-die delay is then calculated as

fluctuations directly impact the FMAX mean and die-to-die fluc-

tuations impact the FMAX variance 1ep = Nepdnand. (20)

(19)
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190 » Measured Data o " Technology Generation (nm) |} 180 | 130 | 100 70 50
£ 80 ——GCP: Gate Correlation=1 Leae (M) 140 | 85 65 45 32
< " — Circuit Simulation tox (nm) 25 | 19115 ] 15 1.5
é [ -« GCP: Gate Correlation=0 Voo (V) 152 | 140 | 1.04 | 1.00 0.70
2 60 Vr (V) 0.30 ] 0.30  0.28 | 0.38 | 0.36
2 N Ny (x10® cm’®) 0.85]1.37 ]| 188 ] 3.00] 274
o go [_Completely letel N (#gates/CP) 10 ] o 8 7 6
2 Systematic WID Completely v = - - - -
5 L Random WID Ngp (#CP/chip) 10 10 10 10 10
g 20 | lorr (nA/,um) 5 10 20 40 80
© Founom (GH2) 1.25 | 210 ] 350 | 6.00 | 10.00

0 A
4 3 2 1 0 1 2 3 4 Fig. 10. Nominal values used in the projection analysis.

Number of FMAX Standard Deviations
_ _ o ' tion, respectively. For completely systematic WID fluctuations,
Fig. 9. Comparison of the FMAX projections using both the GCP model afghe ratio of the standard deviation to mean is equal for the crit-
the circuit simulation with measured data. . .. . L .
ical path delay distribution and the gate delay distribution. In the

case of completely random fluctuations, however, the fluctua-

In calculating the critical path delay distributions that are usgfl < in the critical path delay are expected to have an averaging
by the FMAX distribution model for the analysis in Section Il, &ect over the number of gates in the path [3] such that
rigorously developed WID fluctuation model is employed. This

model is empirically derived through an analysis of manufac- 0Ty VPepTThana 1 01,4 22)
turing data specific to the 0.2bm technology generation. The Tep o TeepLnand T /Mrop Tnand

WID fluctuation model represents systematic within-die param- . )

eter variations by expressing the device-to-device correlation completely random WID fluctuations, the ratio of standard
a function of the distance between the devices. This correfigviation to mean for the critical path delay distribution is in-
tion function, however, is significantly influenced by specifi’€rsely proportional to the square rootgf, [3]. Thus, forn;,
manufacturing capabilities. Currently, there is little insight intgr€ater than one, systematic WID fluctuations induce worse per-
understanding how this distance correlation might scale for flrmance degradation than random WID fluctuations.

ture technology nodes. Therefore, the GCP model analyzes two

separate WID fluctuation cases: 1) completely dependent gates V- | MPACT OF PARAMETER FLUCTUATIONS ON FUTURE

(gate correlatior= 1) and 2) completely independent gates (gate FMAX DISTRIBUTIONS

correlation=0), which may be viewed as extreme conditions of In projecting the impact of parameter fluctuations on future
systematic and random fluctuations, respectively. circuit performance, the nominal values in Fig. 10 are selected
Using only the D2D and WID device parameter standard digdiciously by using the International Technology Roadmap for
viations for the 0.25:m technology, critical path delay distri- Semiconductors (ITRS) [15] as a guideline. The nominal values
butions are calculated through the GCP model for a gate coreggate channel lengthg.,., maximum source-to-drain leakage
lation of one and zero. The results of these critical path delgyrrent/rr, and on-chip local clock frequend¥erk nom are
distributions are inputs into the FMAX distribution model deall provided by the ITRS [15]. The value of gate oxide thick-
scribed in (2), (3), (6), (7). (9), (10), and (18). Fig. 9 comparasesstox is chosen from the ITRS [15] for the 180, 130, and
the cumulative distributions of FMAX projected by the GCR00-nm technology generations, however, the valuggf is
model with a gate correlation of 1 and 0 to measured and simbt reduced below the 100-nm technology generation as fore-
lated distributions. The circuit simulation clearly provides muchkast by the ITRS. The continued scalingtefk as projected
better agreement with measured data than either of the GCP spthe ITRS assumes the development of a higiate dielec-
jections due to the accuracy of the systematic WID correlatiefic material to replace the native oxide as the gate insulator.
model.The GCP model, however, enables a key insight into tiie ITRS, however, emphasizes that there are currently “no
projections by establishing boundaries of the actual FMAX dignown solutions” [15] for this prediction. Recent studies have
tribution with the two extreme cases of completely systemic agstimated the minimum value @fx necessary for retaining
completely random within-die fluctuations. Moreover, Fig. 9 ilthe bulk properties of Si©to be approximately 1.5 nm [16],
lustrates that systematic within-die fluctuations (gate correlg17], the value to whichtox is limited in this analysis. The
tion=1) decrease the FMAX mean more severely than randashg channel threshold voltagér;, and average doping con-
within-die fluctuations (gate correlatios 0). centrationV, are calculated using the physical alpha-power
This result can be explained physically as follows. Inthe conaw’s subthreshold drain current model [5] and the ITRS pro-
pletely systematic case, the variations have the same impacjeitions forlorr [15]. The supply voltag&pp andn.,, are cal-

every element in a critical path so that culated by equating’crLk nom to the product ob (clock skew
or NepoT, or factor) and the reciprocal df, (20) while maintaining relative
T == mant — s (21) agreement with the nominal saturation drain curtgs¢ and
cp ncanand Tnand

the range ol/pp values provided in the ITRS [15)]V,;, is esti-
whereor,  andor,  , are the standard deviations of the critmated by assuming the ratio of independent critical paths to the
ical path delay distribution and theaND gate delay distribu- number of transistors per chip remains relatively constant. As
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50 In analyzing Fig. 11 for the 50-nm technology generation, the
GCP model using the gate correlation of one projects a degrada-
tion in the FMAX mean of 30% and 39% corresponding to ratios
—— Gate Correlation=1 o Y0 =1.00 . .
~ = Gate Correlation=0 O out of WID channel length variance to total channel length variance
301w =02xLey, m ;",iw:o.so of 50% and 100%, respectively. For the same technology node
o and ratios of channel length variance, the GCP model using a
gate correlation of zero predicts a decrease in performance of
15% and 21%. Fig. 11 indicates that the performance degrada-
tion resulting from systematic WID fluctuations is much worse
~ than the performance loss resulting from the random WID fluc-
- e tuations. Since WID fluctuations directly impact the FMAX
meanthe systematic within-die fluctuations are the most signifi-
cant performance limiter resulting from parameter fluctuations
0 : . : . ; ) : . This result is of concern since characterizations of a QuiB-
0 50 100 150 200 manufacturing process indicate a more systematic than random
WID fluctuation [19]. Fig. 11 projects that essentiadlgenera-
tion of performance gain can be lost due to systematic within-die
fluctuationsat the 50-nm technology node. The key recommen-
dation from this analysis is for manufacturing process controls
, , , . .. tofocus primarily on the sources of systematic within-die fluc-
discussed in Section II-B, the sensitivity of the FMAX distribuy ations such as stepper lens aberrations. Moreover, new circuit
tion to IV, is essentially negligible for sufficiently large Val“esdesign methodologies that suppress the impact of within-die pa-

(N102_.104) Of Nep. . ) __rameter fluctuations should be investigated.
As discussed earlier, the WID parameter fluctuations directly

impact the FMAX mean. Using the GCP and the FMAX dis-
tribution models, Fig. 11 projects the impact of within-die pa- _ o
rameter fluctuations on the FMAX mean for the 180, 130, 100, A model for the maximum clock frequency (FMAX) distri-

70, and 50-nm technology generations. The GCP model &%ltion is presented and compared with wafer sort data for a re-
sumes the3o effective channel lengtt. deviation is 20% of Ccent 0.25xm microprocessor. Model predictions agree closely
the nominal gate length [15]. Sindeis among the most diffi- With measured data in mean, variance, and shape, and reveal
cult device parameters to control in the manufacturing procdbgt within-die fluctuations primarily impact the FMAX mean,

as well as one of the most influential on circuit performanc@nd die-to-die fluctuations the FMAX variance. The impact of
only L and the corresponding parameters that are dependenPgf@meter fluctuations on future circuit performance is then an-
L (e.g., effective threshold voltage, drain current, etc.) are varigtyzed by using a physically based generic critical path model
in this projection analysis. All other device and circuit paramég determine the critical path delay distributions resulting from
ters such a&/pp, fox, Na, interconnect capacitance, etc argie—to—die and within-die fluctuations. Utilizing the results of
assumed to ren,wain ;Jnch’anged thus resulting in a’ mor.(’a osm_ese distributions with the FMAX distribution model, projec-

mistic projection. Fig. 11 provides a range of percentages (5 s are made for the 180, 130, 100, 70, and 50-nm technology

and 100%) for the ratio of the WID channel length variance en_eratlons. Results '”_d'c_a!te that systematic .W'Fhm die fl_uc
. uations are the most significant performance limiter resulting

the total channel length variance (WID and D2D). These ranggs . .
. . rom parameter fluctuations. Assuminga channel length de-

are plotted for the GCP model using a gate correlation of ong .. L
viation of 20%, projections for the 50-nm technology genera-

(.C ompletely systematic WID fluctuations) an.d a gate correlﬁbn indicate that approximately a generation of performance
tlon.of 2€ro (completely random W.ID fluct.uat.|ons). ... improvement can be lost due to systematic within-die fluctu-

Flg. l_l !nclqdes a shaded region to indicate the limit ions. As device fluctuations increase with decreasing dimen-
which within-die parameter quctuaﬂgns degrade the FMAéions and the probability of longer critical path delay deviations
mean such that the performance gained from a generationQfe ases with growing transistor density, within-die parameter
transistor scaling is completely lost. Typical tec_hnology scaling,ctuations may become the key obstacle to improving the per-
decreases the gate del&y... by 30% [18]. The improvement ¢4 mance of GSI. To overcome this barrier, results of this work

in clock frequency resulting strictly from technology scaling i%uggest atwo-pronged plan of attack: 1) develop manufacturing
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Fig. 11. Reduction in FMAX mean resulting from within-die paramete
fluctuations versus technology generation.

V. CONCLUSION

T 1 process controls to reduce the sources of systematic within-die
%Fepk increase= M == 43%. (23) fl.uctu.ation.s such as stepper Iens aberrations, and 2) ex.plore new
Taate circuit design methodologies aimed at suppressing the impact of

. within-die parameter fluctuations on future circuit performance.
The clock frequency improvement from one technology gener-

ation to another is also aided by architecture advances, such as
reducing the number of gate delays in a critical path. The limit

at 43% provides a criterion for evaluating the impact of the WID The authors would like to express their sincere appreciation to
parameter fluctuations on circuit performance. G. Sery, A. Brand, N. Hakim, R. Gee, S. Hu, M. Wesela, E. Cohn
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